VAE-REPA': Variational Autoencoder Representation Alignment
for Efficient Diffusion Training
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Figure 1. High-Quality Image Generation via VAE-REPA: Samples from SiT-XL/2+VAE-REPA on ImageNet 256x256. Our method
generates images with high fidelity, fine-grained detail, and strong semantic coherence, demonstrating excellent generation quality.

Abstract

Denoising-based diffusion transformers, despite their
strong generation performance, suffer from inefficient train-
ing convergence. Existing methods addressing this is-
sue, such as REPA (relying on external representation en-
coders) or SRA (requiring dual-model setups), inevitably
incur heavy computational overhead during training due
to external dependencies. To tackle these challenges, this
paper proposes VAE-REPA, a lightweight intrinsic guid-
ance framework for efficient diffusion training. VAE-
REPA leverages off-the-shelf pre-trained Variational Au-
toencoder (VAE) features: their reconstruction property en-
sures inherent encoding of visual priors like rich texture

details, structural patterns, and basic semantic informa-
tion. Specifically, VAE-REPA aligns the intermediate la-
tent features of diffusion transformers with VAE features
via a lightweight projection layer, supervised by a feature
alignment loss. This design accelerates training without
extra representation encoders or dual-model maintenance,
resulting in a simple yet effective pipeline. Extensive ex-
periments demonstrate that VAE-REPA improves both gen-
eration quality and training convergence speed compared
to vanilla diffusion transformers, matches or outperforms
state-of-the-art acceleration methods, and incurs merely
4% extra GFLOPs with zero additional cost for external
guidance models.
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Figure 2. We empirically visualize the feature information richness of SD-VAE [34] and SiT-XL/2 [27] via PCA [1]. Top: VAE features,
extracted from original images by an SD-VAE encoder. Bottom: Latent features of SiT-XL/2 across different block layers and noise
levels. We observe that SD-VAE features are significantly superior in delineating visual concepts compared to SiT’s latent representations,
maintaining clearer details, structural integrity, and stronger semantic coherence. This motivates our use of VAE features for representation

alignment.

1. Introduction

Denoising-based generative models, particularly diffusion
transformers [27, 31], have attracted significant attention for
their exceptional ability to generate diverse, high-fidelity
images. They have proven to deliver strong performance
across a wide range of domains, including text-to-image
synthesis [4, 23], text-to-video generation [39, 43], image
editing [ 10, 36], and 3D asset generation [41, 48], and so on.
However, even the most popular Latent Diffusion Model
(LDM) [33] architecture still grapples with the critical issue
of slow training convergence, often requiring an enormous
number of iterations to achieve satisfactory performance.

To explore the efficient training of large transformer-
based diffusion models, self-supervised learning techniques
such as masked modeling [15] have been adopted [49, 50],
which help reduce training costs and accelerate conver-
gence to a certain extent, but they come at the cost of net-
work architecture adjustments such as the need for an ad-
ditional diffusion decoder. Recently, several methods [38,
40, 45, 47] represented by REPA [45] have started guiding
the optimization of diffusion models by incorporating exter-
nal large-scale pre-trained representative encoders like DI-
NOv2 [30]. However, despite their promising performance,
we observe that integrating these extra representation en-
coders not only increases training computational overhead
but also creates dependencies on external large-scale pre-
trained models. In practice, suitable pre-trained models
are not available across all domains, such as the video do-

main or certain specialized downstream tasks, where there
is a lack of encoders with strong generalization capabili-
ties. This will significantly limit the applicability of such
methods. Therefore, attempts have also been made to ac-
celerate training by leveraging the diffusion transformer’s
inherent discriminative information [19, 28], such as that
from different layers or time steps. Nevertheless, their ad-
ditional cost lies in the need to maintain an extra teacher
diffusion model to provide self-alignment guidance during
training. Thus, we wonder: Does there exist a simpler and
more lightweight guidance approach that can avoid exter-
nal representative encoders or dual-model maintenance?

In this paper, we focus our solution on finding more suit-
able supervisory features, and in this process, we turn to a
readily available resource: pre-trained Variational Autoen-
coders (VAEs). This may be a promising solution to ad-
dressing the aforementioned pain point. In the two-stage
LDM, the pre-trained VAE in the first stage, having been
trained on large-scale natural image datasets, possesses in-
herent feature encoding capabilities. It can be used for high-
quality image reconstruction, thus ensuring that its encoded
features encapsulate the image’s texture details, low-level
structural patterns, and basic semantic information, as illus-
trated in Fig. 2. Importantly, these VAE features are usu-
ally pre-extracted offline for training the diffusion models
in the second stage; thus, they can be conveniently reused
directly as our target built-in guidance at no extra cost. If we
can leverage the prior information in VAE features to pro-
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Figure 3. Comparison of typical SiT training paradigms. (a) Vanilla SiT Training: Images are encoded by a VAE, added with noise,
and processed by the diffusion model for denoising. (b) SiT Training with External Representation Alignment (e.g., REPA [45]): SiT
training augmented with an external representative encoder and an MLP for alignment. (¢) SiT Training with Dual-model Self-Alignment
(e.g., SRA [19]): SiT training leveraging a dual-model setup with an MLP for self-alignment, guided by a teacher diffusion model. (d)
SiT Training with VAE Representation Alignment (ours): SiT utilizes VAE features as representation guidance and an MLP for alignment,
efficiently combining VAE’s semantic richness with SiT’s denoising capability without introducing additional heavy models.

vide diffusion models with feature-rich, noise-free targets,
we can thereby fundamentally help the model improve both
optimization efficiency and generation quality.

To address this, we propose introducing VAE features
for REPresentation Alignment (VAE-REPA), a lightweight
intrinsic guidance framework for training diffusion trans-
former models. Specifically, it leverages off-the-shelf pre-
trained VAE features to guide the intermediate layer repre-
sentations of diffusion models. The intermediate diffusion
latent feature is first passed through a projection layer to
perform the nonlinear and dimension transformation of the
feature space, and then aligned with the target VAE features.
To achieve effective alignment, VAE-REPA incorporates a
simple yet efficient feature alignment loss, which minimizes
the discrepancy between the diffusion model’s intermedi-
ate features and the VAE’s representations. With this sim-
ple design, VAE-REPA keeps the overall training frame-
work highly concise and lightweight as shown in Fig. 3(d),
eliminating the need for extra representative encoders (as
in Fig. 3(b)) or dual-model maintenance (as in Fig. 3(c))
by directly reusing pre-extracted VAE features. Finally, we
conduct extensive experiments to demonstrate the effective-
ness of our VAE-REPA by applying it to the recent diffusion
transformer SiT [27]. It achieves notable improvements
in both generation quality and training convergence speed,
while incurring zero additional guidance feature extraction
cost and with only 4% extra GFLOPs for feature alignment
during the training process.

The main contributions can be summarized as:

* We discover that the features of the pre-trained VAE, by
virtue of their reconstruction property, inherently encode
rich visual priors, which can serve as a readily available
guidance source for diffusion transformer training.

* We propose VAE-REPA, a simple and lightweight built-
in guidance framework that leverages off-the-shelf pre-
trained VAE features to align diffusion transformer’s in-
termediate representations, avoiding external model de-
pendencies.

* On the ImageNet 256x256 benchmark, our proposed
VAE-REPA achieves notable improvements over the
vanilla SiT and matches or surpasses the performance of
methods with external model dependencies, while incur-
ring zero additional cost for guidance feature extraction.

2. Related Works

Diffusion Transformers for image generation. Diffusion
models have emerged as a powerful paradigm for high-
fidelity image generation, evolving from early pixel-space
approaches [7, 17, 18, 20] to latent diffusion frameworks
(LDM) [33]. With the integration of transformer archi-
tectures [8, 37], diffusion transformers [4, 9, 23, 27, 31,
32] have further advanced this paradigm: they leverage
transformer-based attention mechanisms to model complex
semantic dependencies, enabling scalable high-resolution
generation and more sophisticated task adaptation. Foun-
dational works like DiT [31] first demonstrated that trans-
formers can model diffusion’s denoising dynamics in latent



spaces with minimal structural overhead, while SiT [27] ad-
vanced this paradigm via linear flow diffusion to balance
scalability and performance. Yet a critical limitation re-
mains: their strong performance relies on massive training
iterations, slowing convergence. Our work addresses this
inefficiency with VAE-REPA, a compact method that ac-
celerates training while preserving modern diffusion trans-
formers’ architectural elegance.

Diffusion Training Guided by External Dependency.
Diffusion training guided by external dependencies has pro-
vided an effective pathway for improving convergence effi-
ciency and generative quality, with three distinct paradigms:
masking modeling [11, 12, 49, 50], pre-trained representa-
tion guidance [25, 38, 40, 45], and self-alignment [19, 28,
46]. Masking modeling methods exemplified by methods
like SD-DiT [50] and MaskDiT [49] introduce structured
noise through partial masking of input tokens or latent fea-
tures, creating an external diffusion decoder dependency on
reconstructing missing information. Pre-trained represen-
tation guidance methods leverage extra features from ex-
ternal foundation models [14, 30] as a dependency, explic-
itly aligning the diffusion model’s intermediate representa-
tions with these robust, pre-learned representation priors.
For instance, RCG [25] uses a pretrained self-supervised
encoder [14] to map image distributions to aligned repre-
sentation distributions, while REPA [45] and its successors
like REG [40] and DDT [38] improve semantic represen-
tation quality via feature alignment between early diffusion
layers and pretrained vision features of DINOv2 [30]. Self-
alignment approaches like SRA [19] and SSD [28] employ
a dual-model framework with an online teacher model that
supplies higher quality features characterized by more ro-
bust semantics or lower noise. While these methods do ac-
celerate training, they often involve external dependencies
that are not always accessible and incur additional train-
ing computational overhead. In contrast, our work eschews
such external dependencies, aiming for a lightweight intrin-
sic solution that preserves the simplicity of vanilla diffusion
frameworks while achieving comparable or superior accel-
eration.

Leveraging VAEs for Diffusion Acceleration. Stable Dif-
fusion [34] popularized the latent diffusion paradigm, em-
ploying a VAE [21], termed SD-VAE, to encode images
into a compact latent space and decode latent tokens back
into images. This design enables efficient training and scal-
ing of diffusion models, making it a dominant choice for
visual generation. We focus on related methods that op-
timize VAEs for accelerating diffusion models, which can
be categorized into two types. The first type is latent com-
pression methods [3, 5], which emphasize deeper compres-
sion and structured latent subspaces to reduce computa-
tion. The second type involves representation alignment for
VAE refinement [24, 42, 44], which aligns VAE features

with pre-trained representations to speed up convergence
via semantic priors. For example, REPA-E [24] attempts
to train latent diffusion models together with the VAE tok-
enizer in an end-to-end manner using representation align-
ment loss. VAVAE [44] mitigates the optimization dilemma
between VAE reconstruction and diffusion generation by
aligning VAE representations with external semantic priors.
In contrast, our work differs by adopting a sample align-
ment strategy compatible with SD-VAE, directly leveraging
pre-extracted VAE features to enhance the diffusion model’s
convergence speed without extra VAE training or compres-
sion.

3. Method

3.1. Preliminaries

We apply our VAE-REPA upon Scalable Interpolant Trans-
formers (SiT) [27], a unified framework that bridges flow
and diffusion models using interpolating processes. We fo-
cus on its core mechanisms relevant to our method, and
briefly elaborate on its foundational principles for clarity.

Here we denote y, € R"™ as a sample at time ¢, and SiT
models the probability density flowing from a data sample
z ~ Pgata(2) to Gaussian noise € ~ N (€0, I) through a
time-dependent interpolation:

Yi = @z + bee, ey

where ¢t € [0, T is the time variable, a; decreases from 1 to
0, and b increases from O to 1 (generalizing both flow mod-
els, which use finite intervals, and diffusion models, which
extend to T — 00).

The key insight is that sampling can be driven by a ve-
locity function v(y,,t), governing the probability flow or-
dinary differential equation (ODE):

ay,

=) @)

This velocity function captures the expected trajectory of y,
over time, derived as:

v(y,t) = a - Elz | y,] + b - Ele |y, 3)

where a; and bt denote time derivatives of a; and b,, respec-
tively.

To learn v(y,,t), SiT trains a parameterized model
v (Y, t) to minimize the squared error between predicted
and true velocities:

Lo=E, [Hvd,(yt,t) — (c’ztz + bte) HQ} dt. )

For generation, one integrates the reverse of Eq. (2)
starting from pure noise (y = €) to recover z. Notably,



SiT connects velocity to the score function s(y,, t) (used in
stochastic differential equation (SDE) sampling) via:

1
S(ytat) = _EE[E | yt]7 (5)

which can be rewritten using the velocity function:

C.I'tyt — a’tv(ytv t)

- (6)
be(asby — aby)

S(yt7 t) =

Vanilla SiT is trained with this denoising objective L,
which enables learning a unified velocity function and pro-
vides a strong foundation for generative modeling as our
baseline.

3.2. VAE Feature Alignment

Vanilla SiT’s velocity prediction relies solely on the de-
noising signal without leveraging visual priors guidance, a
strategy that has been validated as highly effective in recent
works [19, 40, 45]. To identify a readily available visual
feature source rich in informative cues but without intro-
ducing additional pre-trained feature encoders or online ex-
tra teacher diffusion models, we turn to the first-stage out-
put of the LDM framework itself: the off-the-shelf features
of the pre-trained VAE, whose reconstruction property en-
sures encoded texture details, structural patterns, and basic
semantic information as shown in Fig. 2. This motivates
us to propose a novel VAE feature representation alignment
framework to accelerate the training and enhance the gen-
erative fidelity of the vanilla diffusion models. As shown
in Fig. 3(d), our VAE-REPA retains SiT’s core framework
while introducing an alignment component to bridge VAE
features and SiT’s latent space, requiring only the addition
of a lightweight MLP.

3.2.1. VAE Feature Extraction

Since SiT is a latent generative model, it follows the two-
stage LDM [33] training pipeline: the first stage trains a
VAE to map raw images into a compact latent space, and
the second stage trains a generative model (e.g., diffusion
model) in this latent space. We follow SiT’s setting and
use the same pre-trained VAE from Stable Diffusion [34]
(SD-VAE), leveraging its capability in learning meaningful,
reconstruction-capable visual representations.

For an input image x, the SD-VAE encoder maps it
to a compact latent embedding space as a VAE feature
tensor fyag € REXHXW (with a shape of 4x32x32 for
3x256x256 input images), where C' denotes the feature
channel dimension, and H, W are the spatial dimensions
of the feature maps. Notably, in the training process of the
second-stage diffusion models in LDM, fy,g is typically
pre-extracted and stored for later use to eliminate the on-
the-fly feature extraction during training [27, 31, 40, 45].
Thus, we refer to these as off-the-shelf features.

3.2.2. Latent Representation Alignment

The core of our VAE-REPA is to align intermediate features
of SiT with the VAE’s prior-rich features during training.
Let y, denote SiT’s latent state at time step ¢, generated
by the interpolating process y, = a:z + b:e. We extract
an intermediate feature tensor hg;t from a certain hidden
layer of SiT, then project this intermediate feature into the
same feature space as fyg using a lightweight MLP P(-),
yielding the aligned SiT feature fg = P(hsi), as shown
in Fig. 3(d).

To enforce alignment, we adopt a smooth L loss as the
alignment objective Lo On the element-wised feature dif-

ference Af = fgr — fvag as:

N L(Af)Q
Lalign = Ez,e,t lz { gfi‘

i=1 o

if |[Af,| <8,

otherwise

DN

» (D

1
B 2
where N = C' x W x H and (3 controls the threshold be-
tween the quadratic and linear regions and is set to 0.05
in all our experiments, the sum is taken over all elements
of A f, and the expectation is computed over the input z,
Gaussian noise €, and time step t. This loss encourages
SiT’s intermediate features to capture similar fine-grained
details, structural patterns and semantic information as the
VAE’s feature maps, infusing valuable visual priors into the
diffusion learning process.

3.2.3. Overall Training Objective

The overall training objective of our VAE-REPA framework
is a weighted combination of vanilla SiT’s denoising loss
and our proposed alignment loss:

‘Ctotal = Eqﬁ +A- £a1igna (8)

where A is a hyperparameter that balances the contribution
of the two losses. By optimizing Ly, the model retains
SiT’s advantage while leveraging the VAE’s representations
to refine latent space learning, ultimately accelerating the
training process and improving the generation fidelity.

4. Experiments

4.1. Experimental Setup

Implementation details. All experiments are performed on
the ImageNet dataset [0], where images are preprocessed to
256x256 resolution through center cropping and resizing.
To ensure comparability, our training settings strictly fol-
low the configurations specified in SiT [27] and REPA [45].
This encompasses the AdamW optimizer [26] with a con-
stant learning rate of le-4, no weight decay, a fixed batch
size of 256, and the use of SD-VAE [34] for latent VAE fea-
ture extraction. Regarding model architectures, we employ
the B/2, L/2, and XL/2 designs from SiT, which process
inputs with a patch size of 2. Sampling follows the SDE



Table 1. Ablation studies on ImageNet 256256 without classifier-free guidance (CFG), which employs SiT-B/2 architectures trained for
400K iterations (with a batch size of 256). | and 1 indicate whether lower or higher values are better, respectively.

Align Depth Timesteps Align Objective A MLP Setting ‘ FID| sFID|, ISt Pre.t Rec.t
Vanilla SiT-B/2 [27] - - - - ‘ 33.02 6.46 43.71 0.53 0.63
2 [0,1] smooth-¢; 1.0 S-layer 28.89 6.20 51.64 0.56 0.63

3 [0,1] smooth-¢; 1.0 S-layer 29.11 6.07 50.93 0.56 0.64

4 [0,1] smooth-{1 1.0 S-layer 29.51 6.15 50.50 0.56 0.65

6 [0,1] smooth-£1 1.0 S-layer 32.44 6.24 45.65 0.54 0.64

8 [0,1] smooth-£1 1.0 S-layer 36.20 6.50 40.88 0.52 0.64

2 [0,1] smooth-{1 1.0 S-layer 28.89 6.20 51.64 0.56 0.63

2 [0,0.5] smooth-{; 1.0 S-layer 30.04 6.24 49.80 0.56 0.64

2 [0.5,1] smooth-¢; 1.0 S-layer 29.59 6.18 49.71 0.56 0.64

2 [0,1] smooth-¢; 1.0 S-layer 28.89 6.20 51.64 0.56 0.63

2 [0,1] cosine 1.0 S-layer 29.30 6.20 50.51 0.56 0.63

2 [0,1] 4y 1.0 S-layer 29.50 6.20 50.14 0.56 0.64

2 [0,1] Lo 1.0 S-layer 29.40 6.16 50.46 0.56 0.64

2 [0,1] smooth-£1 1 S-layer 28.89 6.20 51.64 0.56 0.63

2 [0,1] smooth-{1 0.1 S-layer 30.10 6.21 50.38 0.55 0.64

2 (0,1] smooth-{1 0.5 S-layer 29.50 6.19 50.50 0.56 0.64

2 [0,1] smooth-{1 1.0 S-layer 28.89 6.20 51.64 0.56 0.63

2 [0,1] smooth-¢; 1.0 2-layer 31.32 6.51 48.15 0.55 0.64

Euler—-Maruyama solver with 250 steps, as in REPA [45].
Additional implementation specifics are available in the Ap-
pendix.

Evaluation protocol. To comprehensively assess image
generation quality across multiple dimensions, we employ
a rigorous set of quantitative metrics, including Fréchet
Inception Distance (FID) [16] for realism, structural FID
(sFID) [29] for spatial coherence, Inception Score (IS) [35]
for class-conditional diversity, precision (Pre.) and recall
(Rec.) [22] for sample fidelity and target distribution cov-
erage, respectively. All metrics are computed on a stan-
dardized set of 50K generated samples to ensure statistical
reliability [19, 40, 44, 45].

4.2. Ablation Studies and Discussions

Alignment Depth. We investigate the effects of applying
our VAE-REPA at different network depths in Tab. 1. Our
analysis reveals that applying the VAE-REPA alignment in
earlier layers yields superior results, which is also consis-
tent with previous works’ [19, 40, 45] findings. Perfor-
mance gradually degrades as the alignment shifts to deeper
layers; we hypothesize this is because deeper layers fo-
cus on precise fine-grained details or semantic information,
which go beyond the ability of VAE features, and impos-
ing constraints here disrupts their natural refinement of such
details. Notably, our method demonstrates the best results
in layer 2, achieving an FID of 28.89, a reduction of 4.13
compared to the baseline. Based on this observation, we
strategically apply VAE-REPA alignment at layers 2, 8, and
8 for the B, L, and XL architectures, respectively.

Timesteps. We also examine VAE-REPA’s effect across

timestep ranges in Tab. 1. Our analysis shows applying
alignment over the full range ¢ € [0, 1] yields the best per-
formance, outperforming both ¢ € [0,0.5] and ¢ € [0.5, 1].
This is due to complementary alignment across noise lev-
els: in low-noise stages, VAE-REPA refines coherent rep-
resentations using the VAE’s texture details and structural
patterns; in high-noise stages, it helps the model against
degradation via the VAE’s visual properties. Covering [0, 1]
ensures the VAE’s rich features are leveraged consistently
throughout the entire diffusion process. Thus, we adopt the
full timestep range ¢ € [0, 1] for VAE-REPA to fully utilize
the guidance of VAE features.

Alignment Objective. Next, we evaluate the impact of
different alignment objectives in Tab. 1, including ¢;, /o,
and smooth-¢;. The results show that the smooth-¢; loss
achieves the best overall performance, while the others also
perform reasonably well. Consequently, this objective was
adopted as the default for all subsequent experiments.
Effect of \. We further explore the impact of the alignment
loss weight A in Tab. 1. Among the tested values, A =
1.0 achieves the best overall performance across the major
evaluation metrics. Therefore, we set A = 1.0 as the default
parameter in our experiments.

MLP Setting. We finally demonstrate the impact of differ-
ent MLP layers in Tab. 1. The results show that using a 2-
layer MLP (1M) yields suboptimal performance, while a 5-
layer MLP (8M) achieves promising results. We believe that
there exists a significant feature space discrepancy between
SiT features and VAE features, as illustrated in Fig. 2, and a
deeper MLP can better perform the feature transformations
needed to align with the VAE’s features, thus enabling more



Training Iterations
100K 200K

g
w
e
<
>

Figure 4. VAE-REPA Improves Visual Scaling. Top: Vanilla SiT-XL/2 and SiT-XL/2+VAE-REPA. Bottom: Vanilla REPA and
REPA+VAE-REPA. Our method is verified to produce images with higher structural fidelity, finer details, and stronger semantic coherence
at the same training steps compared with both vanilla SiT and vanilla REPA. Results for all methods are sampled using the same seed,
noise, and class label, with a classifier-free guidance scale of 4.0 employed during sampling.

effective feature integration and refinement throughout the
diffusion process. We apply a 5-layer MLP as the default
setting for subsequent experiments.

4.3. System-level Comparisons

Accelerating training convergence. Tab. 2 provides a de-
tailed comparison of training convergence across different
model scales and iterations on ImageNet 256x256 with-
out classifier-free guidance (CFG). The proposed VAE-
REPA method consistently accelerates training conver-
gence while reducing FID scores. For SiT-B/2, our VAE-
REPA achieves an FID of 28.9 at 400K iterations, outper-
forming the baseline SiT-B/2 by 4.1 points. For SiT-L/2,
VAE-REPA reaches an FID of 14.3 at 400K iterations, sur-
passing SiT-L/2’s 18.8 at 400K and even SiT-XL/2’s 14.6
at 600K. For SiT-XL/2, VAE-REPA gets an FID of 8.2
at 1M iterations, better than SiT-XL/2’s 8.3 at 7M, repre-
senting a 7x training acceleration for better performance.
Moreover, VAE-REPA continues to improve, reaching 6.6
at 4M iterations. This demonstrates that our VAE-REPA ef-
fectively accelerates training convergence across different
model scales. Additionally, we present the generation qual-
ity comparison at different training steps in Fig. 4, where
VAE-REPA stably enhances generation quality, further val-
idating its effectiveness.

Compatibility with Other Methods. Tab. 2 also shows
the compatibility of VAE-REPA with other methods.
When combined with SiT-XL/2+REPA [45], using VAE-

REPA achieves consistent improvements across 100K,
200K, and 400K iterations, with FID score reductions
of 3.1, 1.9, and 1.1, respectively, outperforming SiT-
XL/2+REPA at each corresponding iteration. Additionally,
when integrated with VAVAE [44], VAE-REPA further re-
duces the FID to 4.4 at 400K iterations from 4.9, indicating
that integrating our method with other advanced methods
is compatible and can bring additional performance gains.
Qualitatively, we present the generation quality of vanilla
REPA and REPA+VAE-REPA at 100K, 200K, and 400K it-
erations in Fig. 4. On top of REPA, VAE-REPA generates
more realistic images with more plausible details, further
validating its compatibility.

Comparison with SOTA methods. Tab. 3 presents a com-
prehensive comparison against recent SOTA methods on
ImageNet 256x256 with CFG, focusing on differences in
external dependencies. Our proposed VAE-REPA method
achieves competitive performance while demonstrating ef-
ficient training convergence without any external depen-
dencies. Against methods with external diffusion decoders
(e.g., MaskDiT [49], SD-DiT [50]), VAE-REPA surpasses
MaskDiT’s performance at 1300 epochs with an FID of 1.98
at only 200 epochs, and outperforms SD-DiT’s result at
480 epochs using just 100 epochs. Against methods with
external pretrained encoders (e.g., REPA [45], REG [40]),
VAE-REPA achieves a comparable FID (1.52 vs. REPA’s
1.42 at 800 epochs) and superior IS (316.2 vs. REPA’s
311.4). Against methods with external teacher diffusion



Table 2. FID comparison across training iterations
for accelerated alignment methods. All experiments
are conducted on ImageNet (256x256) with a batch size
of 256 and without CFG.

Table 3. Comparison of the performance of different methods on ImageNet
256x256 with CFG. Performance metrics are annotated with 1 (higher is bet-
ter) and | (lower is better). “External” indicates whether they rely on external
dependencies (e.g., extra encoders, diffusion teachers, or diffusion decoders).

Method #Params  Tter.  FID Method Epochs  FID| sFID] ISt Pre.f Rec.? External

SiT-B/2 130M 400K  33.0 Pixel diffusion

CMEREPS@u oM ok s DML 0 e el 1867 0w om

SiT-L/2 458M 200K 282 Simple diffusion [18] 800 2.77 - 211.8 - - X

SIT-L/2 458M 400K  18.8 CDM [17] 2160 4.88 - 1587 - -

+ VAE-REPA (ours) 458M 200K 225 Latent diffusion, U-Net

+ VAE-REPA (ours) 458M 400K 143 LDM-4 [33] 200 3.60 - 2477 087 048 X

SiT-XL/2 675M 400K 17.2 Latent diffusion, Transformer + U-Net hybrid

SiT-XL/2 675M 600K  14.6 U-ViT-H/2 [2] 240 229 568 2639 082 0.57 X

SIT-XL/2 675M ™ 8.3 DiffiT [13] - 1.73 - 2765 080 0.62 X

+ VAE-REPA (ours) 675M 400K 117 Latent diffusion, Transformer

+ VAE-REPA (ours) 675M 1M 8.2 DiT-XL/2 [31] 1400 227 460 2782 0.83 0.57 X

+ VAE-REPA (ours) 675M 2M 7.0 +1SSD [28] 1400+0.8 2.02 422 250.0 0.81 0.60

+ VAE-REPA (ours) 675M 4aM 6.6 MaskDiT [49] 1600 228 567 2766 080 0.61

SIT-XL/2 + REPA [45]  675M 100K 194 SD-DiT [50] 480 323 - - - -

SiT-XL/2 + REPA [45] 675M 200K 11.1 SiT-XL/2 [27] 1400 206 450 2703 0.82 0.59 X

SiT-XL/2 + REPA [45] 675M 400K 7.9 +SRA[19] 800 1.58 465 3057 0.80 0.65

+ VAE-REPA (ours) 675M 100K 16.3 + REPA [45] 800 142 470 3114 080 0.63

+VAEREPAGurs)  675M 20K 92 TUSCRL L U0 %0 45 00% o 0se X
+ - ours . . . R .

+ VAE-REPA (ours) 675M 400K 638 + VAE-REPA(ours) 200 198 453 2845 083 059 X

VAVAE [44] 675M 400K 4.9 + VAE-REPA (ours) 400 1.84 450 3065 082 0.61 X

+ VAE-REPA (ours) 675M 400K 4.4 + VAE-REPA (ours) 800 152 463 3162 082 0.62 X

Table 4. Training computational computational cost compar-
ison. This table compares REPA, SRA, and VAE-REPA on Ima-
geNet 256256, detailing external forward parameters (EFP, for-
matted as external model parameters + MLP head parameters),
training speed per batch (size 256) (TS), GFLOPs, and forward
latency. Values in red parentheses indicate changes relative to the
SiT-XL/2 baseline. These results were tested on H100 GPUs.

advantages in computational efficiency: it requires O exter-
nal model parameters, in stark contrast to REPA (303M) and
SRA (481M). In terms of training speed, VAE-REPA main-
tains performance close to the baseline SiT-XL/2 (only 11%
slower per batch), outperforming REPA (-33%) and SRA (-
37%), which suffer larger slowdowns. For GFLOPs, VAE-
REPA adds merely 4% compared to the baseline, far supe-

Method EFP(M) TS (Iter/s)t GFLOPs| Latency (ms)J X .

SIT-XL/2 0+0 81 114.46 13.05 rior to the substantial increments of REPA (+70%) and SRA
+REPA[45] | 30348  54(:33%) 19450 (+70%)  29.03 (+61%) : ) :

+SRA [19] 48142 5.0(:37%)  197.57 (+73%) 3090 (+71%) (+73%). R.egardmg forward latency, VAE REPA introduces
+VAEREPA | 0+18  72(-11%) 11855 (+4%)  19.20 (+6%) only a 6% increase relative to the baseline (attributed to the

models (e.g., SRA [19]), VAE-REPA maintains better per-
formance on both FID and IS at the same epochs. Addition-
ally, VAE-REPA shows consistent improvement with in-
creasing training epochs, validating its robustness and scal-
ability. These results highlight that our method can com-
pete with SOTA approaches across different external depen-
dency paradigms while maintaining training efficiency and
architectural simplicity. We provide selected qualitative re-
sults of SiT-XL/2+VAE-REPAin Fig. 1 and additional ex-
amples in the Appendix, all of which exhibit excellent im-
age quality.

Training Computational Cost Comparison. Tab. 4 com-
pares the training computational cost of typical extra-
encoder-required REPA [45], dual-model SRA [19], and
our VAE-REPA on ImageNet 256x256. Among the three
methods, our VAE-REPA demonstrates the most significant

lightweight MLP alignment head), while REPA and SRA
show much larger overheads (+61% and +71%, respec-
tively). These results highlight VAE-REPA’s remarkable
training efficiency, with no external encoder parameters and
minimal increments in training speed, GFLOPs and latency,
making it significantly more lightweight than existing meth-
ods.

5. Conclusion

This work addresses the training acceleration of diffusion
transformers.  We propose VAE-REPA, a lightweight
framework that leverages off-the-shelf pre-trained SD-VAE
features for representation alignment. These features are
inherently rich in texture details, structural patterns, and ba-
sic semantic information. Unlike existing methods that rely
on external encoders that are not available in all domains
or dual-model setups, VAE-REPA reuses pre-extracted



VAE features and only introduces a lightweight projection
layer and an alignment loss. Experiments confirm that
VAE-REPA accelerates training, enhances generation
quality, and complements other methods, all with minimal
additional computational overhead. This work demon-
strates that pre-trained VAE visual priors are a powerful
low-cost resource for efficient diffusion training. It offers a
practical path to balancing efficiency and generation quality.
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